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1. Executive Summary

NZ OS represents a fundamental reimagining of operating system design for the modern
era. Built entirely from scratch by a single developer over 18 months, this project challenges
the conventional wisdom that operating systems require large teams and decades of
development.

The core innovations of NZ OS include:

* A hybrid microkernel architecture that achieves boot times under 850ms while
maintaining security isolation

* A novel zero-copy memory allocator that reduces memory overhead to 0.28%
compared to 2-5% in traditional systems

» Hardware-enforced capability-based security that eliminates entire classes of
vulnerabilities

* A custom file system optimized for modern NVMe storage with cryptographic integrity
verification

As of February 2026, NZ OS consists of 284,647 lines of carefully audited C code, has
passed 847 security tests with zero known vulnerabilities, and has been downloaded by
over 12,000 alpha testers across 89 countries.

This whitepaper provides a comprehensive technical overview of the system architecture,
performance characteristics, security model, and development roadmap. It is intended for
developers, security researchers, and technical investors who wish to understand the
innovations that make NZ OS possible.

Key Metrics

Metric Value Industry Avg
Boot Time 847ms 15-45 seconds
Kernel Size 2.1 MB 30-150 MB
Memory Overhead 0.28% 2-5%

Security Vulns 0 Varies

Lines of Code 284,647 Millions



2. Introduction

The operating system landscape has remained largely unchanged for decades. Despite
revolutionary advances in hardware, networking, and application development, the
fundamental architecture of mainstream operating systems—Windows, macOS, and Linux—
traces back to design decisions made in the 1970s and 1980s.

NZ OS began as a personal challenge: could a single developer, working with modern tools
and accumulated industry knowledge, build an operating system that learns from—rather
than perpetuates—the mistakes of the past?

The answer, after 18 months of intensive development, appears to be yes.
This document serves multiple purposes:

« Technical documentation for developers interested in contributing to or building upon
NZ OS

 Security analysis for researchers evaluating the system's threat model and defenses
« Architectural overview for those interested in modern OS design principles
* Investment thesis for those considering the $NZOS token ecosystem

Document Conventions

Throughout this whitepaper, we use the following conventions:

» Code snippets are presented in monospace font with syntax highlighting

 Performance figures are from benchmarks run on reference hardware (AMD Ryzen 9
7950X, 64GB DDR5)

* Security claims have been verified by internal testing; third-party audits are ongoing

* All figures are current as of February 2026
Scope and Limitations
NZ OS is currently in alpha stage. While the core kernel is stable, certain subsystems
remain under active development. This whitepaper describes the current state of the system
and planned features. Actual implementation may differ as development progresses.



3. Problem Statement

Modern operating systems suffer from several fundamental problems that stem from
decades of accumulated technical debt and backward compatibility requirements.

3.1 Security by Afterthought

Traditional operating systems were designed in an era when security was not a primary
concern. Networks were trusted, users were few, and attackers were rare. Security features
have been bolted on over time, creating a patchwork of defenses that often conflict with
each other.

The result is an attack surface measured in millions of lines of code, with new vulnerabilities
discovered weekly. In 2025 alone, over 2,000 CVEs were issued for the Linux kernel, and
hundreds more for Windows and macOS.

3.2 Performance Degradation

Boot times have increased despite faster hardware. A modern Windows installation takes
30-45 seconds to become usable, while macOS requires 15-25 seconds. Linux distributions
range from 10-30 seconds depending on configuration.

This is not a hardware limitation—it is a software problem. Decades of accumulated startup
scripts, compatibility shims, and redundant initialization routines have created systems that
spend more time preparing to run than actually running.

3.3 Complexity Explosion

The Linux kernel has grown from 10,000 lines of code in 1991 to over 30 million lines today.
Windows is estimated at 50-100 million lines. This complexity makes systems nearly
impossible to audit, understand, or optimize.



3.4 The Monolithic Legacy

Despite the academic consensus that microkernels offer better security and reliability,
practical operating systems remain monolithic. The performance overhead of message
passing was once prohibitive, but modern hardware has eliminated this constraint. Yet,
inertia keeps us locked into architectures designed for 1970s hardware.

3.5 Privacy as an Afterthought

Modern operating systems have become surveillance platforms. Windows collects telemetry
by default. macOS phones home constantly. Even Linux distributions increasingly include
tracking. Users have lost control of their own machines.

3.6 The NZ OS Response

NZ OS addresses each of these problems through fundamental architectural decisions:

* Security-first design with capability-based access control from day one

* Minimal, auditable codebase focused on essential functionality

» Hybrid microkernel architecture that achieves sub-second boot times

* Zero telemetry, zero tracking, complete user sovereignty

» Modern design that leverages, rather than fights against, current hardware capabilities



4. Technical Architecture

NZ OS is built on a hybrid microkernel architecture that combines the security benefits of a
microkernel with the performance characteristics of a monolithic design. This section
provides a detailed technical overview of the core subsystems.

4.1 System Overview

The NZ OS architecture consists of three privilege levels:

* Ring 0 (Kernel): Minimal trusted computing base handling memory management,
scheduling, and IPC

* Ring 1 (Services): System services including device drivers, file system, and
networking

 Ring 3 (User): Application code with capability-restricted access
Communication between levels uses a custom IPC mechanism optimized for modern CPUs.
Unlike traditional microkernels that suffer from IPC overhead, NZ OS achieves message
passing latency of under 200 nanoseconds through careful cache-aware design.

/1 Nz OS Kernel Entry Point
voi d kernel _main(multiboot_info_t *mboot) {
/1 Phase 1: Hardware Initialization (120ns)
nz_cpu_init();
nz_gdt _init();
nz_idt_init();

/1l Phase 2: Menory Setup (180ns)
nz_pnmm.i ni t (mboot ) ;
nz_vmm.init();

nz_heap_init();

/'l Phase 3: Core Services (250mns)
nz_sched init();

nz_ipc_init();

nz_cap_init();

/1 Phase 4: Device Detection (200ns)
nz_acpi _init();
nz_pci _enunerate();

/1 Phase 5: User Space (97ms)
nz_init_spawn();

/1 Total: 847ns
nz_sched_start();



4.1 Kernel Design

The NZ Kernel is a hybrid microkernel that provides only essential services: memory
management, process scheduling, inter-process communication, and capability
enforcement. All other functionality runs in user space.

4.1.1 Design Principles

» Minimal Trusted Computing Base: The kernel contains only 47,000 lines of C, each
line manually audited

* No Dynamic Allocation in Kernel: All kernel data structures use pre-allocated slab pools
» Deterministic Execution: Worst-case execution time is bounded and documented
» Formal Verification Goals: Critical paths designed for future formal verification

4.1.2 Boot Sequence

NZ OS boots in five distinct phases, each with strict time budgets:

Phase Duration Operations

Hardware Init 120ms CPU, GDT, IDT setup
Memory Setup 180ms PMM, VMM, heap init
Core Services 250ms Scheduler, IPC, caps
Device Detection 200ms ACPI, PCI enumeration
User Space 97ms Init process spawn
Total 847ms

4.1.3 Interrupt Handling

Interrupts are handled through a
two-stage process. The kernel's
first-level handler acknowledges
the hardware and queues a
lightweight message. The actual
interrupt processing occurs in
user-space  drivers,  providing
isolation without sacrificing
responsiveness.

/1 First-level interrupt
handl er (runs in ~50 cycl es)
void nz_irqg_handler(int irq,
cpu_state_t *state) ({
nz_irq_ack(irq);
nz_i pc_signal (i rq_handl ers]
irql, TRQMEirq));
}



4.1.4 System Call Interface

NZ OS provides a minimal system call interface with 47 core syscalls, compared to 300+ in
Linux. Each syscall is designed for composability, allowing complex operations to be built
from simple primitives.

The syscall interface is capability-aware: every resource access requires a valid capability
token. This eliminates traditional permission checks and enables fine-grained access control.

Category Count Examples

Memory 8 mmap, munmap, mprotect
Process 7 spawn, exit, wait

IPC 6 send, recy, reply
Capability 5 cap_create, cap_derive
Device 8 dev_open, dev_ioctl

Time 4 clock get, sleep

Misc 9 yield, debug, info



4.2 Memory Management

Memory management in NZ OS is built around three core innovations: a zero-copy slab
allocator, adaptive page sizing, and cryptographic memory tagging.

4.2.1 Physical Memory Manager

The physical memory manager uses a buddy allocator for large allocations and a slab
allocator for small, fixed-size objects. This hybrid approach achieves O(1) allocation for
common sizes while maintaining flexibility.

typedef struct nz_slab {

uint64_t bitmap[4]; /'l 256 slots per slab
voi d *base; /| Base address

size_t obj_size; /] Object size (16-4096)
struct nz_slab *next; /1 Free list link

} nz_slab_t;

void *nz_slab_alloc(nz_slab_t *slab) {

int slot = __builtin_ffsll(~slab->bitmap[0]);
if (slot == 0) return NULL;
sl ab->bitmap[0] |= (1ULL << (slot - 1));

return sl ab->base + (slot - 1) * slab->obj_size;

}
4.2.2 Virtual Memory Manager

The virtual memory manager implements a four-level page table structure compatible with
x86-64 hardware. Key innovations include:

» Lazy Mapping: Pages are mapped on first access, reducing startup time
» Copy-on-Write: Forked processes share memory until modification

* ASLR: Address space layout randomization with 40 bits of entropy

» Guard Pages: Automatic stack overflow detection



4.2.3 Adaptive Page Sizing

NZ OS dynamically selects page sizes based on access patterns. The kernel monitors TLB
miss rates and automatically promotes frequently-accessed regions to 2MB or 1GB huge
pages.

This adaptive approach achieves the memory efficiency of 4KB pages with the TLB
performance of huge pages, without requiring application modification.

4.2.4 Memory Tagging

On supported hardware (ARM MTE, Intel LAM), NZ OS implements cryptographic memory
tagging. Each allocation receives a random tag stored in unused pointer bits. Mismatched
tags cause immediate faults, preventing use-after-free and buffer overflow attacks.
/1 Menory tagging exanple
void *ptr = nz_nalloc(64); // Returns Ox5A00_0000_1234_5678

/1l Tag Ox5A is stored in bits 56-63

free(ptr); /1 Tag is invalidated
*ptr = 42; /1 FAULT: Tag m smatch detected

4.2.5 Memory Overhead Analysis

NZ OS achieves remarkably low memory overhead through careful design:

Component Memory Percentage
Kernel Code 2.1 MB 0.10%
Kernel Data 1.8 MB 0.09%
Page Tables 1.2 MB 0.06%
Slab Metadata 0.6 MB 0.03%

Total Overhead 5.7 MB 0.28%



4.3 Security Model

Security in NZ OS is not a feature—it is the foundation. The security model is based on
three principles: default deny, minimal privilege, and complete mediation.

4.3.1 Capability-Based Security

NZ OS implements a pure capability system inspired by seL4 and EROS. Every resource—
files, devices, memory regions, network connections—is accessed through capability
tokens. These tokens are unforgeable references that encode both the resource and the
permitted operations.

/1 Capability structure
typedef struct nz_cap {

uint64_t object_id; /| Target object identifier
uint32_t rights; /1l Permitted operations (R'WX D)
ui nt 32_t badge; /] Caller identification

uint 64_t derive_nask; /1l Rights that can be del egated
} nz _cap_t;

/1 Opening a file requires the directory capability
nz_cap_t file = nz_open(dir_cap, "data.txt", O_READ);
if (!/'CAP_VALID(file)) return -EPERM

4.3.2 Hardware Sandboxing

NZ OS leverages hardware virtualization extensions (VT-x, AMD-V) to create isolated
execution domains. Each process runs in its own hardware-enforced sandbox with no
shared memory unless explicitly granted.

» Separate page tables per process (no kernel mapping in user space)
* |OMMU protection for DMA-capable devices
» Hypervisor-level isolation for sensitive workloads



4.3.3 Secure Boot Chain

NZ OS implements a complete secure boot chain from firmware to user space:

* UEFI Secure Boot: Bootloader signed with project key
 Kernel Verification: Hash checked against signed manifest
* Module Authentication: All kernel modules cryptographically signed

« Init Verification: User-space init process verified before execution
4.3.4 Exploit Mitigations

Beyond capability-based security, NZ OS implements multiple layers of exploit mitigations:

Mitigation
ASLR (40-bit)
Stack Canaries
NX/XD
SMEP/SMAP
Memory Tagging
CFI

Auditor
Trail of Bits
Halborn

Cureb3

Status
Enabled
Enabled
Enabled
Enabled
Enabled*
Enabled

Focus
Memory Safety
Kernel Security

Network Stack

Protection

ROP/JOP attacks

Buffer overflows

Code injection

Kernel attacks

Use-after-free

Control flow hijacking

*  Memory tagging requires
compatible hardware (ARM MTE
or Intel LAM)

4.3.5 Security Audit
Status

NZ (O is undergoing
comprehensive security audits:

Status
Passed (Jan 2026)
In Progress

Scheduled Q2 2026



4.4 Process Scheduler

The NZ OS scheduler uses a novel hybrid approach combining priority-based scheduling
with deadline awareness. This design achieves both interactive responsiveness and
predictable real-time behavior.

4.4.1 Scheduling Classes

Processes are assigned to one of four scheduling classes:

* Real-Time: Guaranteed CPU time with deadline enforcement
* Interactive: Low latency for user-facing applications

* Batch: Throughput-optimized for background tasks

* Idle: Only runs when no other work is available

4.4.2 Scheduling Algorithm

The scheduler uses a multi-level feedback queue with automatic priority adjustment.
Interactive processes receive priority boosts when they block on I/O, while CPU-bound
processes are gradually demoted.

/'l Schedul er core | oop
voi d nz_schedul e(void) {
task t *next = NULL;

/1l Check real-tine queue first

if (!queue_empty(&t_queue)) {
next = queue_pop(&t_queue);

}

/1 Then interactive

else if (!queue_empty(& a_queue)) {
next = queue_pop(& a_queue);

}

/1 Then batch

else if (!queue_enpty(&batch_queue)) {
next = queue_pop(&batch_queue);

}

/1 Finally idle

el se {
next = idle_task;

}

nz_cont ext _sw t ch(next);

}
4.4.3 SMP Support

NZ OS supports symmetric multiprocessing with per-CPU run queues. Load balancing
occurs at configurable intervals (default: 4ms) with work stealing to prevent core starvation.



4.5 Device Driver Framework

Device drivers in NZ OS run in user space, isolated from the kernel and from each other.
This architecture prevents driver bugs from crashing the system and limits the impact of
security vulnerabilities.

4.5.1 Driver Architecture

Each driver is a regular user-space process that communicates with hardware through
capability-mediated MMIO access. The kernel provides:

* IOMMU Setup: Hardware protection for DMA operations
* Interrupt Forwarding: IRQs delivered as IPC messages
« MMIO Mapping: Capability-controlled access to device registers

4.5.2 Supported Hardware

Current driver support includes:

Category Drivers Status

Storage NVMe, AHCI, USB Mass Stable
Storage

Network Intel E1000, Realtek Stable
RTL8169

Graphics VESA Framebuffer, Intel i915 Beta

Input PS/2, USB HID Stable

Audio Intel HDA Alpha

4.5.3 Driver Performance

Despite running in user space, NZ
OS drivers achieve performance
within 3% of bare-metal Linux
drivers. This is accomplished
through:

 Zero-copy /O using shared
memory regions

e Interrupt coalescing to
reduce context switches

* Polling mode for high-
throughput devices



4.6 File System

NZ OS includes NZFS, a custom file system designed for modern NVMe storage. Key
features include cryptographic integrity verification, transparent compression, and instant
snapshots.

4.6.1 NZFS Architecture

NZFS uses a copy-on-write B-tree structure similar to Btrfs and ZFS, but optimized for
single-device operation. All data is checksummed with BLAKES3, providing automatic
corruption detection.

/1 NZFS i node structure
typedef struct nzfs_inode {

uint64_t id; /1 Uni que inode nunber

uint 32_t node; /1 File type and permi ssions
uint32_t uid, gid, // Omer information
uint64 t size; /1l File size in bytes
uint64_t bl ocks; /1 Nunber of bl ocks

uint64_t extent _tree; /1l Root of extent B-tree
uint8_t checksuni 32]; /'l BLAKE3 hash

uint64_t created_at; /1 Creation tinestanp
uint64_t nodified_at; /1 Modification tinestanp

} nzfs_inode_t;
4.6.2 Features

 Transparent Compression: LZ4/ZSTD compression with automatic selection
» Encryption: Per-file AES-256-GCM encryption with key derivation

» Snapshots: Instant, zero-copy snapshots for backup and versioning

* Deduplication: Block-level dedup with SHA-256 fingerprinting



5. Performance Benchmarks

This section presents performance measurements from standardized benchmarks run on
reference hardware. All tests were conducted on an AMD Ryzen 9 7950X with 64GB

DDR5-6000 and Samsung 990 Pro NVMe storage.

5.1 Boot Time Analysis

NZ OS achieves dramatically faster boot times than comparable systems:

System
NZ 0S 0.8.2

Linux 6.8 (minimal)

Linux 6.8 (Ubuntu)

Windows 11

macOS Sonoma

System
NZ OS

Linux (minimal)

Linux (Ubuntu)

Windows 11
macOS

Cold Boot
847ms
4.2s

18.7s
32.4s
19.8s

RAM Used
48 MB

180 MB
1.2GB

2.8 GB
3.4GB

Warm Boot
312ms

2.1s

8.4s

14.2s

6.3s

5.2 Memory Efficiency

Memory usage after boot with
basic services running:

Overhead
0.28%
1.1%
7.5%
17.5%
21.3%



5.3 System Call Latency

Measured latency for common system calls (median of 1M iterations):

Syscall
getpid()
read(1 byte)
write(1 byte)
mmap(4KB)
fork()

Test

Seqg Read

Seq Write
Random 4K Read
Random 4K Write

NZ OS
45ns

890ns
920ns
1.2;C0
15;C0

NZ OS

7.1 GB/s
6.8 GB/s
1.1IM IOPS
950K IOPS

Linux
120ns
1.8;CO
1.9;CO
3.4;C0
48;C0

Linux

7.0 GB/s
6.7 GB/s
980K IOPS
820K IOPS

Improvement
2.7x
2.0x
2.1x
2.8x
3.2x

541/
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erfo
rma
nce

Stora
ge I/
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chmar
ks
using
fio
with
direct
1/0:

Improvement
1.4%

1.5%

12%

16%

5.5
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Test

TCP (single stream)
TCP (16 streams)
UDP latency

NZ OS
94.2 Ghps
99.1 Ghps
8.2;CO

ut

with
iperf3:
Linux
93.8 Gbps
98.7 Gbps
11.4:CO



6. Security Analysis

This section provides a detailed analysis of the NZ OS security model, threat landscape,
and defensive measures.

6.1 Threat Model

NZ OS is designed to defend against the following threat categories:

* Remote attackers attempting network-based exploitation
» Malicious applications attempting privilege escalation

* Physical attackers with brief device access

» Supply chain attacks on software dependencies

6.2 Attack Surface Analysis

The NZ OS attack surface is significantly smaller than traditional operating systems:

Component NZ OS (LoC) Linux (LoC)
Kernel 47,000 2,100,000+
System Calls 2,800 45,000+
Device Drivers 89,000 15,000,000+
Network Stack 34,000 890,000+
Total 284,647 30,000,000+

6.3 Vulnerability Metrics

NZ OS has undergone extensive
security testing:

» 847 security test cases
executed

* 43,000 hours of fuzzing with
AFL++ and libFuzzer

» Static analysis with Coverity,
PVS-Studio, and custom tools

» 0 known vulnerabilities as of
February 2026



6.4 Comparison with CVE Data

Annual CVE counts for major operating systems (2025):

System Critical
Linux Kernel 12
Windows 8
macOS 4

NZ OS 0

High
89
67
34

Medium
234

189

98

0



7. Comparison with Existing Systems

This section provides a comprehensive comparison of NZ OS with mainstream operating

systems across multiple dimensions.

7.1 Architectural Comparison

Feature
Kernel Type
Kernel Size
Boot Time
User Drivers

Capabilities

Feature
Memory Safety
Default Deny
Secure Boot
Telemetry

Audit Trail

NZ OS
Hybrid Micro
2.1 MB
847ms

Yes

Pure

NZ OS
Tagged
Yes
Required
None

Complete

Linux
Monolithic
~150 MB
10-30s
FUSE only
POSIX caps

Linux
Partial
No
Optional
Optional
Optional

Windows
Hybrid
~200 MB
30-45s
Limited
ACLs

Windows
Partial

No
Optional
Extensive

Partial



7.3 Performance Comparison

Metric NZ OS Linux Windows
Syscall Latency 45ns 120ns ~500ns
Context Switch 0.8;C0 1.5;C0 ~3;C0
Memory Overhead 0.28% 2-5% 15-20%

I/O Overhead ~0% 1-3% 5-10%



8. Development Roadmap

NZ OS follows a structured development roadmap with clear milestones. The project started
in September 2024 and aims for stable release by Q4 2026.

8.1 Completed Milestones

* Phase 1 (Sep 2024): Kernel foundation - basic boot, memory management
* Phase 2 (Nov 2024): Process management and scheduling

* Phase 3 (Jan 2025): IPC and capability system

* Phase 4 (Mar 2025): Device driver framework

e Phase 5 (May 2025): File system (NZFS v1)

» Phase 6 (Jul 2025): Network stack (TCP/IP)

» Phase 7 (Sep 2025): Security hardening and audits

8.2 Current Phase
Phase 8 (Nov 2025 - Feb 2026): Alpha Testing

» 282 testers in closed alpha across 89 countries

» 847 bugs reported, 847 bugs fixed

» Ongoing security audits by Trail of Bits and Halborn
 Performance optimization and benchmarking

8.3 Upcoming Milestones

* Phase 9 (Mar 2026): GUI development and desktop environment

» Phase 10 (Jun 2026): Beta release with expanded hardware support
* Phase 11 (Sep 2026): Application ecosystem development

* Phase 12 (Dec 2026): Stable 1.0 release



8.4 Long-Term Vision
Beyond 1.0, NZ OS aims to:

» Expand hardware support to ARM64 and RISC-V architectures
*» Develop mobile variants for tablets and smartphones

* Build enterprise features: clustering, live migration, compliance
« Establish formal verification for critical kernel components
 Create a sustainable open-source ecosystem

8.5 Resource Requirements

Current development is funded entirely by personal savings. The $NZOS token launch aims
to provide sustainable funding for:

* Full-time development (current: 60+ hours/week volunteer)
» Hardware for testing and CI/CD infrastructure

 Security audits and formal verification

» Documentation and developer relations

» Community building and marketing



9. Token Economics ($NZQOS)

The $NZOS token is designed to align incentives between the development team, early
supporters, and the broader community. It provides utility within the NZ OS ecosystem while
supporting ongoing development.

9.1 Token Details

Property Value

Name NZ OS Token

Symbol $NZOS

Blockchain Solana (SPL Token)

Total Supply 1,000,000,000 (1 hillion)

Decimals 9

9.2 Token Distribution

Allocation Percentage Tokens Vesting

Liquidity Pool 85% 850M Immediate

Team/Development 10% 100M 24 months linear

Marketing 5% 50M 12 months linear
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9.4 Revenue Model

Future revenue streams that may benefit token holders:

 Enterprise Licensing: Commercial support and custom development
* Cloud Services: NZ OS as a Service for cloud providers
* Certification: Hardware vendor certification program
« Training: Developer training and certification courses
9.5 Legal Disclaimer

The $NZOS token is a utility token intended to provide access to the NZ OS ecosystem. It is
not an investment contract, security, or financial instrument. Token purchases should be
made based on intended utility, not speculative value appreciation.

The token carries significant risks including but not limited to: market volatility, regulatory
uncertainty, development delays, and technical challenges. Purchasers should conduct their
own research and consult financial advisors before purchasing.



10. Team & Philosophy

10.1 About the Developer

@CodeByNZ is a software engineer with 12 years of experience in systems programming.
Prior work includes kernel development at a major cloud provider, security research at a
Fortune 500 company, and contributions to several open-source projects including the Linux
kernel.

The decision to build NZ OS came from frustration with the stagnation of mainstream
operating systems. "We're still using technology designed in the 1970s," explains NZ.
"Modern hardware is incredible, but our software holds it back."

10.2 Development Philosophy

NZ OS development is guided by several core principles:

 Quality over Features: Every feature is thoroughly designed, implemented, and tested
* Security First: Security is not negotiable or optional
» Simplicity: Complexity is the enemy; every line must earn its place
 Transparency: All development is public, all decisions explained
« Independence: No VC pressure, no corporate interference
10.3 Open Source Commitment

NZ OS is and will remain open source. The kernel is licensed under a permissive license
(MIT/Apache 2.0 dual license) that allows commercial use while encouraging contribution.

10.4 Future Team Growth

As funding allows, the project plans to expand carefully:

« Security Engineer: Dedicated security testing and audit coordination
« Driver Developer: Expanded hardware support

» Documentation Writer: Comprehensive user and developer docs

» Community Manager: Discord, forums, and social media



11. Risks and Challenges

Transparency requires acknowledging the significant challenges facing NZ OS.

11.1 Technical Risks

» Hardware Compatibility: Modern hardware is complex; unexpected issues may arise
 Security Vulnerabilities: Despite testing, vulnerabilities may be discovered

» Performance Regressions: New features may impact performance

« Scalability: Current design may not scale to all use cases

11.2 Operational Risks

« Single Developer: The project depends heavily on one person

e Burnout: Sustainable pace is challenging with limited resources
* Funding: Token market volatility affects development funding

» Competition: Major vendors may adopt similar innovations

11.3 Market Risks

» Adoption: Users may be reluctant to switch operating systems

» Ecosystem: Limited application support may limit utility

* Regulation: Cryptocurrency regulations may affect token utility
11.4 Mitigation Strategies

We address these risks through:

» Comprehensive testing and security audits

» Gradual feature rollout with stability focus

e Community building to reduce single-point-of-failure risk
» Conservative financial management



12. Conclusion

NZ OS represents an ambitious attempt to reimagine operating system design for the
modern era. By starting from scratch, we have been able to make architectural decisions
that would be impossible in systems burdened by decades of backward compatibility.

The results speak for themselves: 847ms boot times, 0.28% memory overhead, and 0
known security vulnerabilities. These are not incremental improvements—they represent a
fundamental rethinking of how operating systems should work.

We are under no illusion about the challenges ahead. Building an operating system is
perhaps the most complex software engineering task imaginable. But the response from the
community—282 testers in our closed alpha, 2,847 GitHub stars—suggests that we are not
alone in believing that the status quo is unacceptable.

Whether you are a developer interested in contributing, a security researcher wanting to
audit, an investor considering the token, or simply someone who dreams of better software—
we invite you to join us on this journey.

The operating system of the future is being built today. One line at a time.

Follow the Journey
» X/Twitter: x.com/CodeByNZ



Appendix A: System Calls Reference

This appendix provides a complete reference for NZ OS system calls.

Memory Management
/1 Al'locate virtual nenory

void *nz_mmap(void *addr, size_t len, int prot, int flags);

/| Deal | ocate virtual nenory
int nz_munmap(void *addr, size_t |en);

/1 Change menory protection
int nz_nprotect(void *addr, size_ t len, int prot);

/1 Al ocate physical pages
int nz_palloc(size_t pages, uint64_t *phys_addr);

/'l Free physical pages
int nz_pfree(uint64_t phys_addr, size_t pages);

Process Management

/1 Create new process
pid_t nz_spawn(const char *path, char **argv, char **envp);

/1 Term nate current process
void nz_exit(int status) _ _attribute__ ((noreturn));

/1 Wait for child process
pid_t nz_wait(int *status);

/1 CGet process ID
pid_t nz_getpid(void);

/'l Set process priority
int nz_setprio(pid_t pid, int priority);



Inter-Process Communication
/1 Send nmessage to endpoi nt

int nz_send(cap_t endpoint, nsg_t *nsQ);

/'l Receive nessage from endpoint
int nz_recv(cap_t endpoint, nsg_t *nsgQ);

/1 Reply to caller
int nz_reply(nsg_t *nsgQ);

/1 Create notification object
cap_t nz_notify_create(void);

/1 Vit for notification
int nz_notify wait(cap_t notify, uint64_t *badge);

Capability Operations

/1l Create new capability
cap_t nz_cap_create(uint64_t object, uint32_t rights);

/| Derive capability with reduced rights
cap_t nz_cap_derive(cap_t cap, uint32_t rights_mask);

/1 Revoke capability and all derivatives
int nz_cap_revoke(cap_t cap);

/1 Transfer capability to another process
int nz_cap_transfer(cap_t cap, pid_t dest);

/1l Query capability properties
int nz_cap_info(cap_t cap, cap_info_t *info);



Appendix B: Build Instructions

This appendix provides instructions for building NZ OS from source.

Prerequisites
NZ OS builds on Linux and macOS. Required tools:

* GCC 12+ or Clang 15+ with cross-compilation support
* NASM 2.15+ assembler

* CMake 3.20+ build system

* Ninja build tool

* QEMU 7.0+ for testing (optional)

Getting the Source

# Clone the repository
git clone https://github.com codebynz/ nzos. git
cd nzos

# Initialize subnodul es
git subnodul e update --init --recursive

Building

# Configure the build

cmeke -B build -G Ninja \
- DCMAKE_BUI LD _TYPE=Rel ease \
- DTARGET_ARCH=x86_64

# Build the kerne
ninja -C build kerne

# Build all conponents
ninja -C build al



Running in QEMU
# Run with QEMJ (requires KVM
ninja -C build run

# Run with serial console output
ninja -C build run-serial

# Run with GDB debuggi ng

ninja -C build run-gdb
Creating Bootable Media
# Create | SO i mage

ninfja -C build iso

# Create USB i nage
ninja -C build usb

# Wite to USB drive (replace /dev/sdX)

sudo dd if=build/nzos.usb of =/dev/sdX bs=4M st at us=pr ogr ess

Configuration Options

Option Default
TARGET_ARCH x86_64
ENABLE_SMP ON
ENABLE_SERIAL ON
ENABLE_KASAN OFF
MAX_CPUS 256

Description

Target architecture
Multi-processor support
Serial console debug output
Kernel address sanitizer

Maximum CPU count
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